
Algorithms -2020

Flows (cont)



Recaps
- Finish Chlo today,
start 11 Wednesday

- Hw is due Friday
- Reading as usual



Last time
-

:

Them : -Max -flow = Men out

TI

nite : Ford - tails.gsm¥:
Let He)=0 initially te IA
Compte Gares ,dud graph a÷÷÷÷÷÷÷÷s¥¥*÷*.( *updating edges

Pustaka
on the
path as we

Runtime: can

Teach time get moreflow

so repeats OCm* flow
Total: O(CVtE)



Next :
Flow decomposes into

paths .

¢
value= bottleneck

edge

t
s
.

-6¥

@enesEFpgdg.to see



Faster versions C?)
T .

This is an active area
of research ! .

We'll see two faster

examples ,
both (relatively)

simple vson the

Ford - Fulkerson algorithms.

① Edmonds - Karp :
choose largest bottleneck

edge
-

↳ OCEZ log EIogt
⑦ shortest#agitatingEBB
#ath free

↳ ocv
T



Edmonds - Karp- .

Largest bottleneck :
how?

take:

→
Gf

-

*PT.

Grow a tree from s
, addinglargest edge out eachtime
q

Runtime . use heap

E- log E



Mixon (G ) :
Tet ffe) --O initially Veconstruct Gf ,

¥¥¥⇒÷§
'

in Ga
#of repetitions in loop ?Int FI, went down by€ .

Here? Hopefully better !
look at current flow



#lpB :

consider cured flow :

f
In middle of white

X↳
Residfyglwgrgnpahpn ,Also a2
Let I.be max flow - ing
a- mhaoE.IE#EIEeco.EEs..eiantas
⇒Oneofthemisbgloz¥⑤
if all Eee

,
then sum

would
betoo

small .



So :Patahddsf to flow
push more flow.

- along path
⇒ next residual graph

f'-¥ will have
In it . push at least enough

to be below this

↳€⇒o4* repetitions flow
'

after l
'

repetitions
what is l ?

we"
.

(t.IE#TITmalh!-
wait : at ? ?
In capacities ?

so if 4 , must
-0

⇒ read . graph is now

disconnected



So : total runtime :

Ek(→
Let He)=O initially VeConstruct Gf .

¢±÷÷÷i¥:.⇒
Total: E2logElgf'J



shorlestpalhs.MN
FLOW (G ) :
Let ffe) --O initially WeConstruct Gf .

⇒

↳ P

Flow

which traversal ?

BFS : OCETV)
' Q: loop ??
-



Qi. How many times do
we need a path?
(ie : how many repetitions
of the whale loop?)

Think of Gf , t theBff
tree rooted

.

at s : affairs !
level 0⑥ non- tree

level ¥¥¥ edges]
. !¥i¥¥¥¥¥*sn÷÷ . c¥E÷¥¥¥¥.

ludk !!!-¥1!
-

' ft#①0
←dot in ,B#

" what changes after we pushA flow ?



Let Gg = initial Gf
& Gio = residual graph
W after E repels tons

of the loop .
⑤ has a BES tree , so
let level :(u ) -- depth in tree
= o to at

(Note : once s can
't reach t

,

then level Ct) = A.)
-

claim: levels only get[setassoeoineaq.ro:&:
proof : induction 0¥.

-

bas : s (level O) , always
E-0 stays ⑦ f- o)

Gi *
④M←k .



Itt . considerlevelsEl@inG.IH: for any
such

u on level Ek
,

ie¥9④)

II: now take v on level

1st of Geo :

Must be a path Smw
-

SM
v. -÷¥÷÷%¥¥.Now : how did we⑧ level k get this path
← level in Gi ?

kvf¥CH hts : holds for V



cent : s .-④→o¥ ,

is an edge inGi
level e. ( v ) E level e. (a)t t
-
-

Iae!.cat#erelialu)[ i
- → vsahsfes properly

- might have come from pushing
in Gia :

here
,

it came from pushing
a shortest path in the
last round, so

was

f.I
used last

round
.

. levdi.int#qefi.I-
v
:$

" ¥Iy÷¥¥.... Heretically



Then : Edges can disappear& rapper .
How many times ?

Go Get , Gj
FS

¥ !
f. ÷

- - -

E I¥¥¥¥÷&¥¥w¥¥e•
:

"

bigger! level (v)try at got bigger!

If level increases b :

after % changes , must
be@



In each iteration of the

loop - sore edge
disappears

⇒ Vz . E repetitionsT¥F E. E (rtE) EE'D
-
MAX FLOW (G ) :
Let ffe) --O initially Veconstruct Gf ,÷:¥÷¥÷÷÷¥¥i
Let p=

#
"

orlest s-t path(* edges, not capacities)



And . . . not done

!§
elhis

Many use very different
techniques
- linear programming
- complex data structures
- host residual graphs



Shkacte!

Even more known about
" special " graphs :



AnotefromC
Using flows :
A few common themes :

① Matchings :

identify a way to
pair up items

.

More Pa larger How

② Disjoint paths :

find paths that avoideach other.

③ " Tuple
" selection

↳



Example-!

Idea : Build agraph !

any valid assignments pagth
•Not
s t

path in G
will be a

"valid "

assignment


