
Algorithms - fall 2020

Shortest paths :
BF

,
t intro

to MSSP



Recaps
HW due on Monday
↳ over Ch Sa 6

Otherwise
,
the usual !



Single Source ShortestPaths-.5ss§kontX
kerbside :

tentative tree&¥oen9⑤
initially : S's distance is o
everyone

else =D

Then, II.ba?gEsass.mEI.E--

we say an edge at is tense
if list) t w edI:
root dust if tense -

#uT¥§2paksne¥!

paths %EhXX•dYsHv ) distr ) to€ paraffin be fast y



Both Dijkstra and B -f relax
edges in a loop until done .

Dijkstraeach round, '

TEC"tentadEe
one

loop - relax as you
hit a new

repeats edge Cif tense)
ok) - -
✓ Runtime :

heap
-OLE log N)
⇐edge 's

Downside :
tense El time

needs yo negatives
if neg . edges

→ exponential
( edges keep getting

tense)

negatives → fails



Bellman - fond-
:

° Relax edges for a
while

.

.se#edgehasb*axedat1eastonce
.

If ariya
is still tense :

you've relaxed
22

times !

99¥oydessofihft.name;
#qts

'

TEL Edel"

= OGE)→ viii. d.ve
"

un
t w



How to prove correctness ?

Notation :

Let.se#Oy:=*1engthsEof.tfepEkeTkEsing
at most co edges.

Exe: o BES

so.

a!⇒I÷a.no#a..c*o*-IgeonGHdsilufIOydaCvd--IedaCvs)=A
a

dek4)daH%aws#
→ desk) - Y das444 das£d=6
if no negative dykes :[ danforth is correct distance



Claim: free
,
after e

iterations of B -F,
distr) edist.fr)←

Why?
"anent "guess

"

Induction on I
-

:

BIG. i --O

S has
dcsto

all others
w
✓

Itt : After it iterations,
all tentative guesses are

a-di tdcsttv )

IS: Now

"

consider &:(v ) :
built from a path→



--
teedges . x

we know in round it,

d. in Ca) was
correct for all u .

Consider u→ r in
nextround :
-

It was tense :
relaxed, -

db) t.de#talu-xf
-

or not :
da) is unchanged

since all d.edu) were
correct
,

-
One of them will give
daily



The-msstfeegn.ufsn.pro#BIobwdEnaeteFf?edseo.2 . .
Think of a BFS trees

round 1 , only theses . "toI
"

.

taste,
E%2¥€¥It¥#2edse
÷aE:TiYae

combines B -F w/BFS

*
←
queue :

o

o #¥¥¥E¥¥
cqnsjdffdnb.rs still worst use

VE



Final version : Bellman's !

Full circle → recursively !

-0

/ smirk
why?? -9EE Ets values

Using I again as # of edgesin then !

Showing recursion→ equivalent
since all paths areEV-#

→
dist# ,

CD is distG)

(assuming no negative cycles)
runtime: same

OGE )dynamic programming .



Nicer : cleaned up DPI
space ← distr, . . . . r?
an

space

Later observation :

Really donI .
Just update those

"

tentative
"

distances
,
thrust

it'll halt.
last:IT

sad
slow) aoaw.sk#Iay
t

.

Same run-in as prior BF
(just abit more confusing !)



Nextreading (tomorrow)
SSSPs are nice, but :

what if we are doing lots
of shortest path computations?
Multiple so hortest paths
Goat : prek these,

-

store them !

How to store ? big array
"

J -O vertex E
" t d Ce,j) FertigVn

Then
, lookup time : OG)

→ how fast can I#hee array?



Obviousanswer
Well , we just designed two
or three SSSP algorithms-
use them !

MS-spghueg.cl Isfor ea
-

→
run ?
store tree distances

in d ist Es , a ]

me

..

ne?
V



Riffs :¥n£f8D←:*
• if undid or a DA⇐
Esp was 001¥ Bestie
⇒ON CVtED=0a*voE)

° no negative edgejEoC( '⇒¥o%¥¥÷¥÷*
• Bellman -Ford was OHEL
* ⇒ ONEdevil
New : can we do better ?←

Spoiler - YES !



Side question : Cit 's
not

.
. . )'

-

since negative edges are bad,
why can't we just

re-weight?

idea: increase all edge
weights by some

amount

-t.EE#s9Doesritwork!-tEE?d/+
⑦to each edge
II 8 -210

' >→ co X

W#
change in path
weight is not some

-

based on # of edges
also .



Another idea (that works) :
more complex re -weighting

Suppose each v has a

price attached , Tlv
) .

(still have edge weights )
¢ change

vertex weights
Ttu) WTF ITU)
*÷¥I

Define a new function wig

→wI-t
This w

' will be our new

weight function !

Why ? presenestaest
paths , to be positive

↳ use Dijkstra !
faster.



Claim: under w
'

,
shortest

paths at the same,
as under W - relative

order

why?_
Consider 2 sus v paths :

Gn original weights)
E original weight w ftp.sv

)

*
.

v÷%⇒⇒µ. -P O twlsp.su)
under its)twC¥rn④purple path = -

-a
blue path Its)tw(bl@
still same -ICD
order ! -



Johnson's algorithm An
Thssp ,

use this new
kind of

weight function !

•Run Bellman- Ard once

↳going:";xag
• Reweight (if it works)
• Now , all paths are positive ,
so can use

faster algorithm
for others !

MoreFriday !


