
Algorithms

Greed fpt2)
- Huffman trees
-Stable matching



Recopy
- Hhs : due Monday (dy n . pro .)
- Readings : Thurs

.

tSun
..

Lover graphs)
- Office hours :

Friday : after class
& 2pm

- New Zoom : sendingafter today
(password is required )
Friday : use her
Zoom link!



Greet :
-First

,
find a strategy .

fascinating:*: wi
possible counterexamples .

When , try to prove you're right :
• Assume optimal is different
than greedy

• Find the " first " place theydiffer .

• Argue that we can exchange
the two without makingoptimal worse .

→ there is no
" first place

"

where they must differ,so greedy in fact isan optimal solution .



Example: Huffman trees

Many of you saw this in
data structures

. .

Why ?
-cool use of trees
- non - trivet use of other

data

structure
- useful ! data storage-
prefix codes are

used

ReaHygreedy !
all over.

to it's non - linear :

less clear how to
begreedy



Goat: Minimize cost

↳ here
, minimize total

length of encoded
message :

ftp.T#EEo.IFImrCompute : T a free, with
charactersin leaves

>costCT ) -- if ffi] . depth)#
if f =f§g INT

strategy : o Rdc 2 least common
letters & make them
leaves

•
"

Merge them " : remove tellers
,
t

add a new letter with
sum of their frequencies
Reais

well
, abitimprease . .



In the end , get a treewith letters at the leaves :

e-

←
it

⇐¥
¥¥*H.¥¥⇒
②

Obj : tree will have]2n - I nodes



Implementation : use prize

→ o o

↳oa.gs

is 75¥:*:
appending-←
anniston# not
-0 ug.IM.

plus £
3 arrays : I, E, I
to encode the tree
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Runtme ?

noisy:}
re: %"

⇒ Oln log n)



Correctness :
-

Isthmus: there is an optimal[PEEEIE.EE#Ia?EpTe.pI:Sppsnot
. Then

optimal tree T has
some depth d , but 2least common tellers are
not at that depth .

"iii.
X Y deferent

choices



costCT) = Effi] . depthCig

¥16 Twentyher
swap : move ×

to a 's

spot
create T:

'

T
with x t a

→
swapped:¥¥%*
.

.cost CTI 's costCT) I change
+ freq adEEE.ae#*C.aehas.dIO



Thnx : Huffman trees are optimal.
pI : suppose not ! swap.

Use induction (t conha#on) .

BI : for n = I, 2, or 3, Huffman
works

whey? brute
force

→Itt: Assume Huffman
works on

E h - 1 charters

If: Inputted,
* suppose

Huff fails
.

So someotherop-hmtneeexists.TT
input : F

www
Assume these aresmallest



In Huffman
'

'

Tree T
"

T
-**
-

by lemma :

MakeT':HuHmanteef
F-GIT FED, F[3.

on]

IH ⇒ this has minimum

cost

cost CT
' ) E any

other tree



Why is Toph ma l ??
costIF'T Its

→ IH ! )

#
T €e Ffi 3. depth Ii) ← by

frfr

I cost¥d⇒
Since T was built

from T '

= cost f ¥ .

T t . E
leaf htt£÷÷:¥*

t'dfffiftffl)
\
- Cdt) + FED) = FED tf .

- in



Stablemate
Really useful ! Many variants .

:

-tes
- incomplete preference lists
-

one side picks many
from the other

-

"

egalitarian
' ' matchings

- minimizing
" regret

' '

Really a lot of choices to be
made .

First :

"Instable
"

:

nadirs
↳ask.IE?iiiiB0XbO.tftoAcf?reonkfma9y

⑨-② a and a prefers A

⑤-④
to currentmatch



In a sense : if put
together a reality they
both prefer each other

,

would .CA , a) leave current
matches ?

↳ unstable !

History : used to be
"

stable

marriage
"

( long history of strange
papers &

variants . )

roomate mprobbm



Algorithm : (Wikipedia)

= ,
-

In book
,
data structures matter

for runtime

go:¥¥
T2 nxn arrays
another for hospitals



Not obvious why it works .

(or even how to begreedy!)
Good example of why the
prose matters .

Nice example of fairness :
This algorithm sucks for
one side .

( Not all solutions are equal ! )

How to even define "fair " ?
↳ EC reading


