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Dynamic Pro . Gt3
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HW2 - grading ends today
HWI - not graded yet .

Reading as usual
HW 3 - coming

soon

↳written



Edctdstena:
HUIE in bioinformatics
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One of the base tools in

sequenaal-gnnent.CIhave a book with an

entire chapter on how to
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His way "
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Memorize !

So : what's our
"

memory
"

data structure ?

A : OE i E n

B :OEj E m

↳ requires
storing

1

value
for each

Cisj)

⇒ nxmtabk



Then
,
our algorithm :

- start w/ base case
( row t column )

- Fill in :

-

I
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either now by now
,

or column by columnorder



Result :

badge C ←fill top
to bottom
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Subset sum (revisited)
-

key takeaway CIthink)
:

sometimes
,
our backtracking

recurrences can be memorized .

(Note : sont't !
Think Is .)
Recalls
-

Given a set X El . . n] of
numbers r atarget I
find a subset of X Those

sum is =I



Ch 2 solution
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The recursion
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( Note: same thing
as code! ! )↳E-
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2nd array
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Se: another 2-dtb !
To decide : if *o ,

False

find a
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cell look at these 2
Celts

one
note: iffy, wasting
time! Equivalent to :
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Now - need to code this :
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-

I
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How should ofr loops go ?
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Wait, though :
Do we need this table

? !
•It has a row for

every Value 1 . .T.

-

But an be huge!
Ex : list of 1000 #s,

all a- 9000JButtonball!Gmstof§ . .atare impossible to hit.)

MEEEE...
aright be

better

than
tooo
x millions



Batamagain )

Recall :
what is the " best " one?

Recapi
,

Time to search for Kint
= depthCk) Balanced

tree

&:&.
④

tho



stepping back even more .

Suppose T holds toon
*searches are Xtinyxm
Some searches are

" easier
"

:

if Xz=Xz= . - -

= Xm = 1,

thenT¥Yis optimal ! ¥2
.

.

Why ? •

So
"best

"

can change
depending on the seared .

④ loan

^
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Here : given K£1 . . n]←#s
[FEI . . n]←freq .

Sorted n . . - t

element Xfi] will have
%

Ffi] searches .

-

go
,

Intuitively - want higher FEI
to be closer to the

root !
④

Last chapter : l l

-
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-

a
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Use this to build the
"best

" tree :

Choose root .

Recursively find best left
subtree

,
t best right

sub tree
.

(Note : try all roots in
backtracking ! )



How to memory?

-

w u

Remember input :p ,do
root

xFi
but best tree here

Everyone here pays
Hi]

,

so First precomputed
store these sums

.

T.me/spaa :



Let FEI] = fg]
Now :

§Heopt cost lit)={÷qdt ✓
menage : Okie Ken

so : 2L table !
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His picture (prettier) :

§:

Time

Space:



Dynamic Programming
on Trees
-

Independent Set :

(nice preview of graphs)

Notoriously hard!
But- can solve on simpler

graphs .



Trees .

-

Not always binary !

Dd:

Here ,
we will "root

"
the tree .



Independent set in a tree :

Lasseter !
IN

•

a. ¥¥¥¥¥*
.Ho do do

so - not always
"

grab biggest
level " .

(e- don't be greedy !!)



Recursive approach :
consider the root .
Could include

,
or not

.

Backtracking!

include
Mls ( D= { dgiat.ae

V


